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Theoretical landscape
Linguistic creativity, which we simplistically
define as the ability to reuse existing, small
linguistic bits to build up new, unseen blocks,
is one of the most peculiar traits that distin-
guish human language from animal commu-
nicating systems, and, more strikingly, it has
also been recognized as a skill that speak-
ers acquire overtime (Bannard et al., 2009):
the progress to linguistic productivity is in
fact shown gradually by children, whose com-
petence builds up on knowledge about spe-
cific items and on restricted abstractions be-
fore, if ever, getting to general categories and
rules (Goldberg, 2006; Tomasello, 2003).

All theories of language development and
use recognize that at the root of human lin-
guistic ability is their capacity to handle
symbolic structures: what theories do not
agree on is the content of people’s linguis-
tic knowledge, on how this content is ac-
quired and to what extent linguistic creativ-
ity is affected by this stored knowledge (Ban-
nard et al., 2009). Even in recent formula-
tions of the universal grammar (UG) frame-
work (Hauser et al., 2002), the child’s lin-
guistic knowledge is described in terms of
abstract rules and categories: many stud-
ies have questioned this assumption, show-
ing how the empirical input to which chil-
dren are exposed is enough to explain much
of their linguistic development, provided that
the child is equipped with the right tools to
decode it.

Usage-based theories have argued against

the two main tenets of generative mod-
els, namely the poverty of the stimu-
lus (Chomksy, 1959; Chomsky, 1968) and the
continuity assumption (Pinker, 1984), show-
ing that language is probably a rich-enough
signal for learners to pick up on, and also that
children dispose of mechanisms of attention
and memory that allow to explain and con-
strain many phenomena in language learn-
ing (Gómez and Gerken, 2000; Saffran et al.,
2006; Romberg and Saffran, 2010)

One central aspect that distinguishes the
usage-based approaches and the generative
ones is the emphasis that former pose on
the linear and time-dependent nature of the
linguistic signal (Elman, 1990). While cer-
tainly not denying the utter relevance of hi-
erarchical structures in language comprehen-
sion and production, they advocate that it
emerges from the fact that language must
be processed linearly and is subject to con-
strains posed by general-purpose memory
and cognitive mechanisms (Christiansen and
Chater, 2016). The existence and facilita-
tory role of higher-order structures in un-
questioned and consistent with general ob-
servations about memory, such as the well
known constraints on our ability to recall
stimuli (Miller, 1956). The emergence of
language-like structure from purely linear
signal has for example been shown in recent
experiments such as the one carried by Cor-
nish et al. (2017), where the authors have
demonstrated how important aspects of the
sequential structure of language, as its char-
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acteristic reusable parts, may derive from
adaptations to the cognitive limitations of
human learners and users.

One of the major issues that chunking
models have to face is the existence of non-
adjacent structures with very variable as-
pect on the surface. These kind of long-
distance dependencies are common in lan-
guage, involving verbal structures (e.g., the
progressive andperfective construction in En-
glish, that involve a dependency between an
auxiliar verb and the appropriate morpho-
logical mark), as well as higher order struc-
tures like the correlative construction (i.e.,
the X-er, the Y-er, as in the more, the mer-
rier), or even more subtle things like agree-
ment throughout the sentence or event-level
dependencies: while it is intuitive that we,
as speakers, are able to detect this kind of
discontinuous patterns, evidence coming pri-
marily from artificial grammar learning is not
so strong about it (Gomez, 2002; Newport
and Aslin, 2004; Gómez and Maye, 2005), be-
ing influenced by a great number of factors
such as internal variability, the nature of the
elements in the pattern.

The discovery and treatment of non-
adjacent dependencies have therefore a cen-
tral role in the theories that subserve lan-
guage comprehension and production. Be
they rules or actual chunks, and be they man-
aged by a dedicated mechanism or a general
statistical process (Peña et al., 2002), they
embody the building blocks that bridge the
traditional lexical level to the sentence and
discourse level, being therefore central to the
issues of linguistic creativity and composi-
tionality.

Proposal
A number of questions emerge from the
aforementioned literature: the emergence of
non-adjacent dependencies still represents a
puzzle both from a linguistic and compu-
tational point of view, and it appears to
be strictly tied to two aspects that cannot
be disentangled or detached from linguistic
research, namely the time-dependent na-

ture of the linguistic material, and the con-
strained posed on it by cognitive processing
and human memory.

The question about how do we attach
meaning representations to linguistic sym-
bols has been central to usage-based mod-
els of language acquisition. In order to be
better integrated with the statistical learn-
ing and cognitive-based community, we pro-
pose to pose the same question in a different
formulation: how do we identify the linguis-
tic structures that are better suited, or more
likely to cue the desired meaning?

In other words, the problem of seg-
mentation, which has been largely taken
for granted by computational semanticists,
should be more deeply investigated. At the
same time, research on statistical learning
and chunking has mainly focused on symbols,
leaving aside issues concerning the function
that the chunks have in the utterance.

Learning, also irrespective of the linguis-
tic level, entails in fact two different aspects:
finding (i.e., segmenting) the most relevant
units to encode information and represent-
ing (i.e., compressing) information so as to
make is efficient to store and to reproduce.
The key issue is that these two processes
should be mutually informative to one an-
other and should be both considered when
modeling or analyzing language.

The proposal is to provide a distribu-
tional model of non-adjacent dependencies
(i.e., construction), as they emerge from the
linear linguistic stream through general pur-
pose statistical mechanisms.

Methods
Segmenting the signal: Spiking Neural
Networks

Artificial Neural Networks (ANN), although
having represented a sensible paradigm shift
in many communities and having proven
themselves as extremely powerful modelling
tools, have also been accused of biologi-
cal implausibility for a number of reasons,
most commonly the fact that they involve
non-local transfer of real-valued errors and
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weights, while biological neuronal systems
assume a kind of firing rate code for trans-
mitting information throughout the brain.
Regularities are usually and most effectively
extracted through overlapping representa-
tions, but as the Schapiro et al. (2017) model
and complementary learning systems (Mc-
Clelland et al., 1995; Schapiro et al., 2017)
theory (CLS) have shown, non-overlapping
representations are equally valuable tools for
learning. In other words, while most neural
network models seek generalization through
the creation of prototypical items, but exem-
plars require modeling as well.
Spiking Neural Networks represent an emerg-
ing computational framework that could help
overcome these drawbacks (Maass, 1997),
moreover naturally incorporating the con-
cept of time and therefore promising to be
valuable candidates to model phenomena
such as the linguistic ones, whose theorized
hierarchical structures are highly constrained
in a stream that develops over time.

Finding and representing the units:
Distributional Construction Grammar

The idea of having different levels of abstrac-
tion with different levels of representation is
directly reflected in linguistic items such as
constructions, where fully instantiated ele-
ments coexist with partially filled structures.
One of the areas where the co-existence of
some sort of deterministic symbolic rules and
subsymbolic mechanisms has emerged and
has been widely explored is that of mor-
phological structures (Bybee, 1995; Hay and
Baayen, 2005), with frequency of exposure
playing a key role in the organization and
recognition of relevant morphological units
and their combination (Bybee and McClel-
land, 2005). At higher levels than words var-
ious levels of idiomaticity and unpredictabil-
ity have been recognized (e.g., multiword
expressions and collocations), but they are
still widely treated as special cases that de-
part from standard compositionality. From
a computational perspective, even though

the presence of subword and idiosyncratic
units have proven to be effective in perfor-
mance (Bojanowski et al., 2017; Ramisch and
Villavicencio, 2018; Salle and Villavicencio,
2018), a more comprehensive and linguis-
tically informed computational approach to
the coexistence of different levels of segmen-
tation is still missing.

The attempt to explain structural proper-
ties of language by means of distributional
or linear patterns of co-occurrence has a
long-standing history in linguistic research.
Distributional semantics, that has now be-
come one of the most influential frameworks
for the representation and analysis of mean-
ing in computational linguistics (Erk, 2012;
Lenci, 2018), has one of its many roots in
the structuralist distributional analysis such
as the works of Harris (1954): a similar
methodology is also at the core of the first
attempts to identify the items and struc-
tures in children’s language, such as pivot
grammar (Braine, 1963). Linguistic distri-
butional information, besides being a quan-
titative method for semantic analysis, could
as well be regarded as a cognitive hypothesis
about the form and origin of semantic repre-
sentations (Miller and Charles, 1991; Lenci,
2008), an hypothesis that has been tested
also in language acquisition studies (Twomey
et al., 2014, 2016).

Conclusion
While distributional semantics could provide
a solid framework for the representation of
a wider spectrum of elements, such as the
ones recognized as constructions, the process
of identification of constructions itself could
be informed by the acquired distributional
knowledge, thus implementing the mutually
informative cycle between newly processed
and stored pieces of information. Moreover,
the use of SNN in the processing phase al-
lows for biological plausibility, while keeping
crucial properties of the input, such as lin-
earity, as central and motivating features of
the model.
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